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Abstract. The paper is devoted to studying the legal regulation genesis of innovative Al and RT in law. The re-
search suggests comprehending not only the answer to the question why these technologies can be considered
as “disruptive” ones for the legal system, but also why this is happening right now, decades after their appearan-
ce. It is concluded that Al and RT are closely related to the concept of “technoscience” since due to them
we can talk about interdisciplinarity, mutual strengthening of scientific cognition; capitalization; the growing
influence of corporations on science; and the logical consequence is the involvement of technoscience in the
state policy orbit. At the same time, technoscience brings social and cultural paradigms of scientific research to
a new level as it allows us to raise the question of scientists’ attitude towards the consequences of their inven-
tions in a new way. This, in turn, determines a number of the genesis features of Al and RT in law which are
justified in the article.
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Annomauus. B paboTe ncciaemyeTcs TeHe31ce IIPaBOBOTO PeTyINPOBaHNST MHHOBAIIMOHHBIX TexHoioruit MU
u PT B npaBe. MccaenoBanue npenmoiaraeT 0OCMBICJIEHIE He TOJIBKO OTBETa Ha BOIIPOC, IIOUYEeMY 3TH TEXHO-
JIOTUM MOTYT pacCMaTpUBAThCsI KaK «IIOAPBIBHBIE» IJIsI TIPABOBOM CUCTEMBbI, HO U ITIOYEMY 3TO IPOUCXOAUT
MMEHHO ceiyac, CIyCcTsl IEeCSITKM JIET Mocje UX nosiBiaeHus. [enaeTcs BbIBOA O TOM, 4To TexHojoruu MU
u PT TecHO cBSI3aHBI ¢ KOHIIETITOM TeXHOHAYKM, TaK KaK UMEHHO B HUX MOXKHO TOBOPUTH O MEXINCITUTIIN -
HApHOCTH, B3aMMHOM YCUJICHNM HayIHbBIX 3HAHWI; KAITUTAIM3AalM1; POCTE BIMSHMS KOPIIOpALii Ha HAYKY;
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U JIOTUYHOE CJEICTBUE — O BOBJICYCHUN TEXHOHAYKHM B OPOUTY rOCYIapCTBEHHON MOJUTUKU. OTHOBPEMEHHO
TEeXHOHAyKa BHIBOIUT Ha HOBBI YPOBEHb COLIMOKYJIBTYPHBIE MApaiuIMbl HAyYHBIX UCCIENOBAHUI, TOCKOIbKY
MO3BOJISIET TO-HOBOMY MTOCTaBUTh BOIIPOC 00 OTHOILIGHUSIX YUEHBIX K MOCJIEACTBUSIM UX U300peTeHMit. DTO,
B CBOIO ouepe/ib, 00yCJIOBIIMBAET 1IeJIbIii psin ocoOeHHOocTel reHe3uca texHosnoruiit U u PT B mpaBe, KoTo-

pbIC 000CHOBaHBI B TEKCTE CTaTHHU.

Karoueevte cr06a: ICKyCCTBEHHbIIT MHTEJUIEKT, pOOOT, pOOOTOTEXHUKA, TEHE3UC PEryJIUpOBaHusl, TPaBOBOE
peryampoBaHKe, TeXHOHayKa, HayYHO-TEXHUIECKHUIA MMPOTrpecc, TEXHOJIOTUH, TTPaBO.

Iumupoeanue: Neznamov, A.V. (2022). Impact of the concept of “technoscience” on the genesis features of
the legal regulation of artificial intelligence and robotics technology // Gosudarstvo i pravo=State and Law,

No. 3, pp. 108—116.

CraTbst myOsMKyeTcs: B pamkax rpanta PODU 18-29-16015, moCBSIIIEHHOrO KOMIICKCHOMY U3YJYEHMUIO TIpa-
BOBBIX U 3TUYECKHUX aCMEKTOB pa3pabOTKM U UCITOJIb30BaHUS CUCTEM MCKYCCTBEHHOTO MHTEJICKTA.

In the modern world, there are practically no living
environment in which robotics technology and artificial
intelligence would not be applied somehow. In some are-
as they seem new and disruptive (for example, Al sys-
tems in healthcare and medical service robots), and in
others we no longer notice them (for example, Al sys-
tems in our phones or robotic mechanisms in vehicles).

It is objectively impossible to give any comprehen-
sive description of examples of using Al technologies
in the modern world, and often the description of spe-
cific examples in scientific papers is the key for illustra-
tive nature of the offered empirical material to a great-
er extent than for the task of a comprehensive study of
existing social relations and specific legal problems. In
other words, frequently the task of a researcher is to de-
scribe convincing facts depicting the development level
of new technologies rather than integrating them into
the system of scientific research methods in the context
of a specific legal issue.

However, it cannot be overlooked that very often de-
scriptions of examples of using Al and RT are not sys-
temic, studied in the case of a specific legal problem,
they are given as an illustration. Moreover, this trend is
characteristic not only of national legal doctrinel, but
also of international studies.

For example, the paper “Information disorder: To-
ward an interdisciplinary framework for research and poli-
cymaking”2 by Claire Wardle and Hossein Derakhshan
contains just a few examples of real situations with using
Al technologies (in particular, creating fake videos with
B. Obama and the influence of bots on the election of
the US President in France). The study “Discrimination,

! See: Somenkov S.A. Artificial intelligence: from object to sub-
ject? // Herald of Kutafin University. 2019. No. 2, Baranov P.P. Le-
gal regulation of robotics technology and artificial intelligence in
Russia: some approaches to solving the problem // North Caucasian
Legal Herald. 2018. No. 1, etc.

2 Wardle C., Derakhshan H. Information disorder: Toward an in-
terdisciplinary framework for research and policymaking. URL: ht-
tps://edoc.coe.int/en/media/7495-information-disorder-toward-an-
-interdisciplinary-framework-for-research-and-policy-making.html
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artificial intelligence, and algorithmic decision-making”
by Frederik Borgesius3 presents only six illustrative ex-
amples correlated to the study conclusions. The research
“A study of the implications of advanced digital technolo-
gies (including Al systems) for the concept of responsibil-
ity within a human rights framework” by Karen Yeung re-
fers only to known incidents with Tesla cars as well as Uber
and Cambridge Analytica4.

We see a similar approach in studies conducted un-
der the auspices of international bodies.

For example, some Council of Europe documents on
the study of the theoretical risks of applying Al contain
references to sporadic practical “cases”. Thus, the report
“Ready for future challenges — reinforcing the Council of
Europe (Report by the Secretary General)”5 in the sec-
tion “Potential risks of AI” gives only one application ex-
ample in the form of a reference to the well-known scan-
dal about Cambridge Analytica and its influence.

A similar reference to the same example is contained
in the Joint Report of the Venice Commission and the
Directorate of Information Society and Action against
Crime of the Directorate General of Human Rights
and Rule of Law (DGI) on Digital Technologies and
Elections®.

3 See: Borgesius F. Discrimination, artificial intelligence, and al-
gorithmic decision-making. URL: https://rm.coe.int/discrimination-
-artificial-intelligence-and-algorithmic-decision-making/1680925d73

4 See: Yeung K. A study of the implications of advanced digital tech-
nologies (including Al systems) for the concept of responsibility within
a human rights framework. URL: https://rm.coe.int/draft-study-of-the-
-implications-of-advanced-digital-technologies-inclu/16808ef255

3 Ready for future challenges — Reinforcing the Council of Eu-
rope (2019). Report by the Secretary General for the Ministerial
Session in Helsinki, 16—17 May 2019. P. 32. URL: https://rm.coe.
int/168093af03

® Joint Report of the Venice Commission and the Directorate
of Information Society and Action against Crime of the Directorate
General of Human Rights and Rule of Law (DGI) on Digital Tech-
nologies and Elections. CDL-AD (2019) 016. URL: https://www.
venice.coe.int/webforms/documents/?pdf=CDL-AD(2019)016-¢



110

In our view all this is a consequence of one of the
significant problems of the object we are studying, that
is, the fragmentation of empirical material for building
legal structures for regulating Al technologies. The em-
pirical base (that is, the existing social relations, primar-
ily the presence of a legal conflict) is often at first glance
not quite enough to study all the aspects of the relevant
issue or to understand the research paradigm fully. Con-
clusions and offers, hypotheses, recommendations in
some cases are based on singular examples extrapolated
to the whole spectrum of applying Al and RT.

Meanwhile, it should be taken into account that
neither Al nor RT is fundamentally new technology, at
least in the sense that it is often given even at the level
of official documents’.

In fact, these technologies have been developing and
applying since the middle of the 20t century, and by
the 21% century they had experienced a number of stages
of their development. It is impressive to see by means of
the example of Al technologies, in the development of
which the whole segments are distinguished, i.e. “win-
ters”, when interest to them fell sharply on the part of
society including entrepreneurs and scientists.

Therefore, the study of the legal aspects of Al and
RT implies conceptualizing not only the answer to the
question of why these technologies can be considered as
“disruptive” ones for the legal system, but also why this
is happening right now, decades after their appearance.

Regarding the breakthrough nature of AI and RT
many arguments are given. According to Ch. Skinner,
we are now experiencing the fourth revolution in hu-
man history, and a fifth will soon come. The last one
will unite artificial intelligence, biotechnology, genome
editing, reusable rockets and colonization of other pla-
nets; as a result, “a little car will remain inside the per-
son and a little humanity in the car”8.

According to K. Schwab the uniqueness of the fourth
industrial revolution in addition to the pace of develop-
ment and wide coverage lies in the growing harmo-
nization and integration of a large number of diffe-
rent research disciplines and discoveries when material

7 For example, in the Government Executive Order of the Rus-
sian Federation dated 09.06.2020 No. 1523-r “Concerning ap-
proval of the Energy Strategy of the Russian Federation for the pe-
riod until 2035”, when describing breakthrough technologies, un-
manned and “connected” transport technologies are given as an
example; neural networks, cloud and fog computing, virtual and
augmented reality, machine learning. URL: https://sudact.ru/law/
rasporiazhenie-pravitelstva-rf-ot-09062020-n-1523-r

In approved “Basic directions for the development of infor-
mation security of the credit and financial sector for the period of
2019—2021” (Legal Reference System “Consultant Plus”) by the
Bank of Russia artificial intelligence is designated as an innovative
technology along with Big Data, cyber physical systems. URL: htt-
ps://cbr.ru/Content/Document/File/83253/onrib_2021.pdf

8 Skinner K. Digital Man. The fourth revolution in human his-
tory that will affect everyone. M., 2019.
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innovations arising from the interdependence between
different technologies are no longer science fiction®.
It was K. Schwab who offered to distinguish “mega-
trends” of modern economics and society connected
with each other. At the same time different technolo-
gies take advantage of each other on the basis of inven-
tions and development of each of them and disclosure
of a wide range of technological drivers of the fourth
industrial revolution'’. Among them, for example, un-
manned vehicles, 3D printing, advanced RT, new ma-
terials, Internet of Everything, biological technologies.

In the Russian Federation the analogue of mega-
trends is “cross-cutting digital technologies” which
are enshrined in the federal project “Digital Technolo-
gies” 1 of course, among them there are such as “com-
ponents of robotics technology and sensorics” as well as
“Neurotechnology and artificial intelligence”.

Meanwhile, the certainly cross-cutting, and possi-
bly disruptive nature of Al and RT does not explain the
reasons why it is necessary to create and develop legal
regulation of robotics technology and artificial intelli-
gencelz, rethink a number of legal structures, and do it
right now.

The answer to this question, on the one hand, seems
to be out in the open. The legal power pursuing social
relations is focused on the rapid growth in the use of Al
in all living environments. The cross-cutting nature of
Al determines their use in almost any living environ-
ment which means that any branch of law will also face
Al. However, one cannot fail to notice that this thesis
is only partially true as there are other technologies that
have penetrated into all living environments (for exam-
ple, electricity).

Another answer to this question is often in discus-
sions about the legal personality of Al systems. Coming
to grips with creating a new subject of law, researchers
note the need for radical transformation of legal institu-
tions, including, for example, by means of implement-
ing a new quasi-subject of Civil Law B This situation
is definitely challenging but meanwhile here the pos-
sible emergence of a new legal subject cannot explain
the “disruptive”, breakthrough nature of Al for law.
At a minimum, taking into consideration that the con-
cept of legal personality of Al systems or robots has
practically not got support by legal scholars (this issue

% See: Schwab K. The Fourth Industrial Revolution: how it will
change life and prevent people from becoming rich. M., 2016.

19 See: ibid.
" URL: https://data-economy.ru/science

12 See: Pisarenko A.P, Ignatenko V.V. To the question of the “in-
human” law: trends and prospects // Herald of the Taganrog Insti-
tute of Management and Economics. 2018. No. 1. P. 55-58.

B See: Iriskina E. N., Belyakov K. O. Legal aspects of civil liability
for causing harm by the actions of a robot as a quasi-subject of civil
law relations // Humanitarian Informatics. 2016. No. 10. P. 63—72.
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will be shown in a separate chapter of this research). In
addition, one cannot disagree with G.A. Gadzhiev who
argues that a part of legal reality is always a system of
legal ideas that form a legal concept of reality which is
a form of scientific awareness of what people call law ',
From the point of view of this “legal reality”, the exis-
tence of a fictional (for the real world) legal subject and
a legal fiction is not exclusively new.

Another option to answer this question may be the
autonomy of Al systems and robots implying their abili-
ty to perform actual and legal actions independently,
regardless of the will of a legal subject to make legally
significant decisions. Although this answer seems quite
promising to us as the real legal prerequisites for regu-
lating Al and RT in our opinion are still deep, paradig-
mic, and they run far beyond the legal science or sci-
ence of Al or RT methods. Indeed, the automation of
many processes forces us to talk about revising many
legal norms and even entire institutions.

These changes are primarily related to the funda-
mental change in science as a special way of thinking
and a highly effective method of studying the life world,
according to E. Husserl .

In the science development one can distinguish pe-
riods when all the components of its foundations were
transformed, accompanied by a radical change in the
normative research structures as well as the philosophi-
cal science foundations; and such periods can be con-
sidered as global revolutions that changed the type of
scientific rationality16. At the same time scientific revo-
lutions, as a rule, are accompanied by crises that lead
to radical changes in the science foundations, the scien-
tific worldview as well as in the features of its social and
cultural genesis which inevitably raises the philosoph
of science before the question of the science essence’.
One of such revolutions, according to N.V. Bryanik, is
being experienced by us right now when it becomes ob-
vious that the principles of the non-classical worldview
are not activated when explaining the phenomenon of
self-organization of non-linear, non-equilibrium and
open systems .

We tend to agree with the statement by S.A. Lebe-
dev that today we are watching out of a sharp change

14 See: Gadzhiev G.A. Is the robot agent a person? (Search for le-
gal forms for regulating the digital economy) // Russian Law Journal.
2018. No 1. P. 15-30.

15 See: Husser! E. Crisis of European sciences and transcenden-
tal phenomenology: Introduction to Phenomenological Philosophy.
St. Petersburg, 2004.

16 See: Ladygina 1.V. Philosophical foundations of robotics tech-
nology // Humanitarian Vector. 2016. Vol. 11. No. 1. P. 28—35.

17 See: Bryanik N.V. E. Husserl on the meaning of science in the
scope of modern philosophy and science history // Vestnik of Northern
(Arctic) Federal University. Series: Humanities and Social Sciences.
2017. No. 4. P. 51-60.

18 See: ibid.
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in the problematic orientation of epistemology; unlike
traditional epistemology, the modern one is not focused
on solving the issue of what science should be, not on
building an ideal science model, considering such prob-
lems to be “metaphysical”, but on analyzing and de-
scribing the structure and methods of real science, its
dynamics as well as cultural, historical and philosophi-
cal foundations of science and scientific cognition; and
the reason is precisely in the success of real science.
As a result, currently epistemoloz%y has been closely in-
tertwined with cognitive science”". The epistemological
model was replaced by a postmodern social and cultural
crisis, the result of which is the replacement of estab-
lished moral principles and traditions with new rules
and norms of corporate situational moralityzl.

At the same time, according to V.V. Kotlyarova modern
science has a rather complex structure, a system of par-
tially interconnected, sometimes partially incompatible
elements that have integrative characteristics. Differenti-
ation of sciences is balanced by their integration that de-
termines the mutually beneficial exchange of approaches,
scientific methods, concepts and categories; and all this
leads not only to the constant emergence of new branches
but also to the interdisciplinary synthesis of scientific cog-
nition?2. That is why, in modern scientific and metho-
dological discourse the synthesis of natural science and
social and humanitarian knowledge becomes important,
due not only to the growth of the heuristic potential of
moral, aesthetic and religious values in the worldview of
modern man, but also to the realization that “positive”
science is unable to formulate or solve our life-purpose
and value-based problems23 .

In other words, in the last decade we have seen
a rapid and dynamic but rather discrete development
of technology and science in general that leads to un-
even progress in all levels of social existence?*. There-
with it can be argued that objectively research is always
ahead of time, and it designs new technologies in social
life; however, previously this process was divided over
time, and now it often takes place almost immediately.

19 See: Lebedev S.A. Three epistemological paradigms: classical,
non-classical and post-non-classical // Herald of the Moscow Re-
gion State University. Series: Philosophical Sciences. 2019. No. 2.
P. 8-21.

20 See: Kozhevnikov N.N., Danilova V.. Ontologic and episte-
mological aspects of modern philosophy // Vestnik of NEFU. 2012.
Vol. 9. No. 4. P. 69-75.

2l See: Vyzhletsov G. P. Scientific rationality in the era of axiologi-
cal relativism // Herald of St. Petersburg University. Ser. 17. 2015.
No. 4. P. 21-26.

22 See: Kotlyarova V.V. Modern scientific cognition: paradigm of
integration // Historical, philosophical, political and law sciences,
culturology and study of art. Questions of theory and practice. Tam-
bov, 2015. No. 9 (59): in 2 parts. Part. I. P. 99—102.

2 See: ibid.

24 See: Zaporozhets A. M. Legal Aspects of the Innovative Eco-
nomics of Russia // Scientific forums. 2014°2(1). P. 53—77.
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The gap between research and implementation has nar-
rowed, and the risk of the proliferation of technologi-

cally and naturally advanced but unapproved technolo-
gies has increased?’

The connection of the epistemiology of science with
technology is noted by E.V. Seredkina pointing out that
the analysis of the texts of recent years in the field of
philosophy and methodology of science shows a shift in
emphasis from traditional epistemological problems of
modern natural science to reflections on the essence of
technology with specific practical applications2

Here we come close to the concept of technosci-
ence, which was established in academic circles in the
1980—1990° of the 20th century in the context of the
fact that the modern technological role of science be-
came especially obvious due to the formation of a new
paradigm of science under conditions of interdisciplina-
rity and transdisciplinarity~’. 27

Technoscience is defined by researchers as “the face
of modern science”, the state of modern cognitive knowl-
edge that is realized in the process of applied research;
technoscience, the latest technologies undoubtedly have
a great influence on the formation of civil society and the
development of everyday life of consumer society

According to the researchers who are investigating
this phenomenon, the term “technoscience” was first
formulated by the French philosopher Gaston Bache-
lard in 1953, and popularized by the Belgian philosopher
Gilbert Hottois who tried to fix the essential features
of modern science which were different from the an-
cient ideal of exclusively theoretical knowledge29. Tech-
noscience is positioned as a new stage in the develop-
ment of technical knowledge which is characterized by
the following features described by I.A. Chernyshov:
disappearance of the line between fundamental and ap-
plied research; problematic research orientation; sci-
ence transdisciplinary nature; nature plasticity; a global
international approach to technology production;
change in the science organization, transition of its ad-
vanced fields to commercial corporations; transforming

5 See: Gorokhov V.G. Technoscience as a new stage in the develop-
ment of modern science and technology // Higher education in Rus-
sia. 2014. No. 11. P. 37—47.

26 See: Seredkina E.V. Ethical and epistemological aspects of
technoscientific knowledge in the context of paradigmatic shift from
the homo faber into the homo creator // Humanitarian vector. Series:
Philosophy, Cultural Studies. 2016. No. 1. P. 41—45.

%7 See: Bakanova E.A. Transformation of science in the informa-
tion society // Philosophy and culture. 2017. No. 4. P. 80—88.

28 See: Moiseeva A. P. On the question of the essence of the
study of technoscience // Modern problems of science and educa-
tion. 2015. No. 1 (Part I). URL: https://elibrary.ru/download/eli-
brary_25325522_67912728.pdf

2 See: Moiseeva A. P, Bakanova E.A. Phenomenon of technosci-
ence // Bulletin of Science of Siberia. 2017. No. 2 (25). P. 45-58.
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knowledge into publicity; formation of new cognitive
data sharing space

Thereat technoscience does not fit into the traditional
schematization of sciences (natural, technical, social
and humanities) being a new form of science organiza—
tion that integrates many aspects of both natural science
and technology and humanitarian knowledge

According to scientists the key trend in the science
development in modern society is that scientific cog-
nition loses its privileged mode of existence in society,
and science itself as an institution is gradually being de-
prived of the monopoly right to produce common and
especially valuable (in the social and cultural sense)
knowledge and begins to transform into something new
that we continue to call “science” only in view of insti-
tutional and cultural reasons; this 2process is reflected in
the concepts of * ‘technoscience”?

In this sense technoscience today belongs to the post-
classical stage of the science development, that is, it in-
volves takmg into account social factors and ethlcal ori-
entations™. Meanwhile, it is even argued that the con-
cept of technoscience is destructlve for basic science and
for the ethos of scientific community formed by an en-
lightening tradition and implying a universal moral rather
than utilitarian value of knowledge and education*

Why is the concept of technoscience so important in
the context of Al and RT?

As it is shown above technoscience researchers asso-
ciate it with a modern scientific and technical revolution
characterized by research programs that aim to expand
and gain new knowledge in the fields of nanotechnolo-
gy, biomedicine, 1%enetic engineering, cybernetics, and
computer science””. According to the researchers who
are investigating this phenomenon developments in the
field of Al, in turn, lead to a solution to the problem of
the harmonious existence in the future of natural (hu-
man) and artificial (machine) mind.

As N.A. Berdyaev wrote back in the 30° of the 20" cen-
tury the dominance of technology and machine opens
a new stage of reality which is not provided for by the

30 See: Chernyshov 1. A. Technoscientific model of modern
technical knowledge // Society: philosophy, history, cul-
ture. 2018. No. 2. URL: https://cyberleninka.ru/article/n/
tehnonauchnaya-model-sovremennogo-tehnicheskogo-znaniya/viewer

31 See: Moiseeva A. P, Bakanova E.A. Op. cit. P. 45—58.

32 Koshovets O. B., Frolov 1. E. Brave new world: On science trans-
formation into technoscience // Epistemology & Philosophy of Sci-
ence. 2020. Vol. 51. No. 1. P. 20-30.

3 See: Gorokhov V.G. Op. cit. P. 37—47.

34 See: Varkhotov T.A. Technoscience — science without scien-
tists? // Epistemology & philosophy of science. 2020. Vol. 51. No. 1.
P. 32-36.

3 See: Osipov V.E., Vasenkin A.V. System of social and ethical
bases of technoscience // Modern technologies. System analysis.
Modeling. 2012. No. 4 (36). P. 255—-259.
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classification of sciences, reality is not at all identical
with the reality of mechanical, physical and chemical.
This new reality is visible on13y from history, from civi-
lization, and not from nature ®. We can add to this that
technology always presents social constructs, whether
this fact is realized or not (and there can be no tech-
nologies at all out of society) 37,

In our opinion, itis not a coincidence that the 20" cen-
tury was the birth of the concept of technoscience and
at the same time the birth of Al and RT.

It is Al and RT that, in our view, are the quintes-
sence of technoscience (although in some sources this
postulate is put in the context of nanotechnology38).
Due to them, we can talk about interdisciplinarity, mu-
tual strengthening of scientific cognition; capitalization;
the growing influence of corporations on science; and
the logical consequence is the involvement of techno-
science in the state policy orbit. Simultaneously techno-
science brings social and cultural paradigms of scientific
research to a new level as it allows us to raise the ques-
tion of the relationship of scientists to the consequences
of their inventions in a new way.

And the fact that discussions of the Al and RT prob-
lems, as a rule, occur at this interface, i.e. at the transi-
tion from machine to human and vice versa, is a logical
conclusion to this design. The science of AI methods
looks like the quintessence of technoscience in all
respects.

From our point of view that is why it is the Al con-
cept and related Al technologies, and not other tech-
nological trends, that have such an important influence
on the legal science which is most involved in the epis-
temological transformation of science being part of sci-
ence in general.

As K. Schwab rightly points out, governments will
have to change their approach: in the “old world” deci-
sion makers had enough time to study a specific issue,
and then prepare the necessary reaction or appropriate
regulatory framework>?. The whole process, as a rule,
was linear and mechanical and was built in strict accor-
dance with the hierarchical approach (“top down”) but
for a number of reasons this is no longer possible. With
the Fourth Industrial Revolution accelerating the pace

36 See: Berdyaev N.A. Man and Machine (the problem of sociolo-
gy and metaphysics of technology) // Journal “The Way”. No. 38
(for 05.1933). URL: http://www.odinblago.ru/path/38/1

37 See: Gorokhov V.G. Technology and Science // Epistemology
& Philosophy of Science. 2012. Vol. XXXIV. No. 4. P. 5—17.

38 See: Beilin M.V. Nanotechnoscience: between the theoreti-
cal and practical purposes of scientific thinking // Scientific Herald
of BelSU. Series: Philosophy. Sociology. Law. 2016. Is. 38. No. 24
(245). P. 145—148.

3 See: Schwab K. Op. cit.
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of change, the structures creating the regulations faced
challenges of unprecedented scale.

From this point of view, one cannot disagree with
T. Ya. Khabrieva and N.N. Chernogor that in the new
reality law becomes not only a means, an instrument
for digitalizing the economy, governance and other seg-
ments of social existence but also the targeted object of
“digitalization™ as a result of which it undergoes changes
in its form, content, system, structure, mechanism
of action and demonstrates the tendency to increase
emerging transformations®'.

However, “the development impact of digital tech-
nologies on the legal system, as well as the ways and di-
rections of the law transformation upon regulating so-
cial relations related to the use of digital technologies
are really underexplored by legal science”*.

Nonetheless, according to our reckoning it is pre-
mature to talk about essential restructuring of the legal
system or especially about rethinking the role of law in
society.

It must be recognized that law according to
S.S. Alekseev is always a living mechanism®, guide and
vehicle of high reasonable principles44. From this point
of view, law will change a priori but will be the key so-
cial regulator of social relations. The legal system trans-
formation in the scope of new technologies and taking
into account their development in line with technosci-
ence is definitely a great challenge but a challenge which
can be solved in our opinion.

* * *

As a summary, the arguments discussed above lead
us to the theory of the genesis peculiarities of Al and RT
in law. They, to our opinion, are as follows.

The development of technologies including (and
somewhere even first of all) Al and RT is carried out
due to the continuous synthesis of scientific cognition
which is enriched exponentially under conditions of
the modern information society. Concurrent with it the
development of scientific research in compliance with
technoscience provides almost simultaneous transfor-
mation of technological achievements into practice.

Thanks to the peculiarities of the technoscience de-
velopment Al technologies began to be implemented
everywhere in all life spheres very quickly.

0 See: ibid.
4 See: Khabrieva T. Ya., Chernogor N.N. The Law in the condi-
tions of digital reality // Russian Law Journal. 2018. No 1. P. 85—102.

42 Nosov S.I. Law and informatization // Lawyer. 2019. No. 4.
URL: https://urfac.ru/?p=2369

3 See: Alekseev S.S. Collected works issued: in 10 vols. M., 2010.
Vol. 6: Ascent to Law.

44 gee: ibid.
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Finally, the highest potential for commercialization of
new technologies forces relevant participants in public re-
lations to produce and implement scientific developments
even faster. All this leads to incredible growth rate of public
relations in connection with the use of new technologies.

Besides, social relations in connection with the use
of Al and RT are often mediated not by the achieve-
ments of scientific and technological progress but by the
whole of people’s concepts of them. Thus, when there
is no “smart robot” or “strong AI”, people already have
formed concepts of them including ones from the point
of view of their regulation.

This social and cultural factor characterizes the huge
influence of culture, primarily the mass one, on the de-
velopment of technology and on its regulation. It is in
the last few decades that a significant number of pub-
lications, books and, of course, films dedicated to Al
have been released.

The law following public relations and being a rather
inert regulatory tool can no longer fundamentally act as
an effective mechanism for influencing public relations
in this part.

On the one hand, they appear and change too quick-
ly; and on the other hand, their reality is often difficult
to distinguish from stereotypes (otherwise, regulators of
all the countries over the world would have long been
forced to pass laws obliging any robots, including robot
vacuum cleaners, to comply with the three laws of ro-
botics technology by A.A. Asimov).
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